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Session Objectives

O Show how one services organization has
leveraged measurement and embedded it
Into thelir culture

O See how external (SLAs) and internal
(workload management and profitability)
measurement needs drive services
measurement

O Introduce CMMI for Services and explore
measurement practice connections

O Share how measurement drives
management, resulting in superior service
and satisfied customers ?
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Agenda

o CITIC - Program Overview
O Use of CMMI for Services
O Service Measurement Plans & SLAs

O Monitoring Actual Performance against Plans
O Being Proactive - Prediction & Modeling

O “Bulilt-in” Measurement
O Summary

O Q&A




CITIC - Program Overview-1

O Lockheed Martin Consolidated Information
Technology Infrastructure Contract (CITIC)

O Customer: Centers for Medicare & Medicaid
Services (CMS)

m day-to-day IT Operations & Maintenance (O&M)
functions (high availability — 24/7)

o Service Desk, Mainframe Support (Tier 1), Mid-Tier
Support (Tier 2), Desktop Support (Tier 3), Voice,
Data, NOC, etc.

o Performance, Request, Incident, Configuration, Asset,
and Change management

o Security and Disaster Recovery
m modernization of the IT infrastructure 4
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CITIC - Program Overview-2 a

O Contract length — 10th year anniversary
m follow-on contract awarded (2015)

O Contract contains:
m Base - Daily operations component /\

o Fixed, SLA focused N

o Functional Teams

m Project — Modernization & improvement
component
o Task Order based

o O&M personnel create small cross-functional R&D
teams

o Teams are supported by a PMO
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CMMI for Services
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Services vs. Development

I~

O Services imply on-going relationships governed
by service agreements.

O Services are delivered through the operation of a
service system (people, process, tools).

O Services are simultaneously produced and
consumed.

O Services have a different business rhythm.

Product Develop | Deliver

Service Develop | Deliver




CMMI for Services in Context

Strategic
Plans

Service
System
BIS)VA

Strategic Service Management y

Capacity & Availability Mgt

Service Sys. Transition

Historical Data

16 Core
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Measurement in CMMI-SVCs

Strategic Service Management

> Capacity & Availability Mgt - "'l
g Work Mgt (WP/WMC/IWM)

| 1

Historical
Data

Service Service
Requests  Delivery

Service Agreements

I Root
T Demand ol

7 SLAs (Epm_y, Cause
T Trends = Data

Process Management

Measurement & Analysis

New Service
Offerings/SLAs
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Service Measurement Plans & SLLAs &

First-call Problem Resolution * Measurement interval
* Reporting interval

O Availability
O Return to Service Metrics Data Collection
e L. Methodology Plan
O Notification (MDCMP)
O Severity of Service Outages
O Response Time o
ol |
o AMDs (Adds/Moves/Deletes) ==/
O Information Recovery
O Production and Scheduling * Metric number and name
* Metric description
O Abandoned Calls . Data sources
» Measurement processes
= Queue Management Computation of the standards
m|
m|

Outage Notification

11



...plus...

Quality Performance Measurements
(beyond SLA obligations)

Including:

 Overall Management Effectiveness

e Contract Program Management

e Operations Support

e Technical Support

 General Support

« Management Planning

e Security Management

 Quality Assurance and Risk Management
 Responsiveness to local and special needs
« End User Communication
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Monitoring Actual Performance
against Plans

LOCHNMNEED MmaRTIN '27
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* Online Access via
CITIC KnowledgeMet

+ Assess Performance &

Analyze L
Trends o S S
+ Assess Processes
* Monitor Progress on Total Task ) R
Action Taken b ) e,
Collect Performance D

Responsibility

* SLA/OPM Metrics Report

* Performance Awareness
* Process Improvements e
« Best Practices

* Adjust Performance
Incentives

* Reward Success with

Performance Incentives &
Recognition

Relentlessly Monitor & Measure Progress, Quality & Overall Performance

TTPR. METRICS: Aggressive Service Level Agreements (SLAs) & Quality Performance Measures



Automation 1s Key

| The h’ut'inﬁs. Customers or Users
o Infrastructure Management Systems B s TN e

. Remedy

(Automated Call Distribution) E
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o Infrastructure Monitoring Systems

» Tivoli, ITM, OMEGAMON, Remote Control, Configuration Manager, Data
Warehouse, Enterprise Console, NetView, Composite Application Manager,
Symantec, Enterasys Host Intrusion Detection (HID), Tripwire, Trend Micro Deep
Security NetBackup, ESM, SAN, Hitachi High Command, Backup Exec, Windows
Server Update Services (WSUS), VMware Update manager (VUM). Virtual Center,
HP Insight Manager, ¥ EMC Navisphere, BellMonitor, Windows Domaig,
Controllers, CA-Vantage.
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Examples-l
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Xamples—
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Examples-3
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Dates are the beginning of the week (Monday), and each date and its corresponding data point represent one week of data.
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Examples-4

Issues
Milestones
prmre Risks
Prod Bulld Complete Risk Zl it
TRB Compbata
O&MM Complete Osco ASA B.4.2 Code Bug Issues (3] Closed The required ASA code 8.4.2 will need to be tested <p>LHM |5 wirking
after the refease In June 2011. Any Issues, bugs, or  Issue as a bug for
Recatve Approval from TRE for ORR n tbility found In ASA code could delay the TILL1L - WM has
ORR Camplete pr schedule, Ongoing issues with issues with code that enginearing
refated o the single sign-on capabilties with the PSac be delivered to LM
CLTIC CRTRCIE Cxrmeysin iy o protocol. LM has recommended that OMS use S5Lvs.  offidal Production
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O&M Handoff Complete VPN solution. <p>
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Funding Source: Funded Amount/NTE: on 1/5/12.
301
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Examples-5
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CMS BDC ECAPPLAN MONTHLY

DECEMEBER 2011
Amt Used Used Status
End-of-Life
[Hitachi TagmaStore UPS1100 (HDS-28) (Mainframe) | 85.20 TB] 3.68 TB[  16.04% [ Yellow |Due to being End-of Life valumes (July 2013) |
Wintel NS-960
[Clairon EMC NS-960 [ 36363TB[ 19097 TB] 52.52% |
‘Wintel Server Connections
Physical Servers attached to EMC N5-960 2275TH 1254 TB 55.12% Green
Vitual Servers attached to EMC N5-960 65.61 TB 34.17TH 52.08% Green
By Device . N
EMC VMAX (ECKD) 27555 TB] 134.63 TB]  48.86%  |IRCuedl| Capacity as seen from the mainframe side S
. EMC VMAX (Open Systems) 25907 TB 17484 TB 67.49% Yellow |Due to a monthly average utilization greater than 50% and less than 80% 1 =i=rt
2 |Hitachi TagmaStore 9990 (HDS-9990A) (Open Systems) 73.08 TB 4596 TB 62.89% Yellow |Due to a monthly average ufilization greater than 50% and less than 80% [ H
g Hitachi TagmaStore UPS1 100 (HDS-28) (Mainframe) B320TB 13.68 TB 16.04% Yellow |Due to being End-of-Life volumes (July 2013) |
Hitachi TagmaStore UPS1100 (HDS-29) {Open Systems) 7233 TB 71.80 TB 99.27% Due to a monthly average utilization greater than 80% ¥ H i
IBM DSE100 (ECKD) 35.15TB 2797 TB 79.57% Due to a monthly average utilization greater than 80% and less than 90%
IBM DSE100 {Open Systems) 31.10TB 30.55TB 98.23% Due to a monthly average utilization greater than 90% .
Oracle 6140 4150 TB 2020 TB 70.36% Due to a monthly average utilization greater than 80% - H
ZOS, Z'VM
Production 15954 TB BR.07 TB 55.20% Yellow |Due to a monthly average ufilization greater than 50% and less than B0% [ -
Validation 1854 TB 1442 TB 77.78% Yellow |Due to a monthly average ufilization greater than 50% and less than 80% -
Development 6042 TB 2883 TH 47.72% Green
Shared. Owverhead & Reserve 12234 TB 3997 TB| 32.67% Green I
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Being Proactive - Prediction & Modeling

O A program best practice observed Is
routinely using models to:
m predict future infrastructure needs
m project cost overruns and staff resource needs
m justify_contract increases
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The “True Up” Process

r

k. J

On-going Operations, Project, and Program Execution

]

Measurement Data is produced during Operational and Project execution and then reported by support groups

Mansgement direction,
rESQUTCE 3nd SSUS

resolution, planning

Reports distributed and used to monitor, manage and plan service delivery for each area

L L 4 L 4
Senior Operational Management Program Management

[ prosgram pel

Service Management Senior Engineering Management
. Montar finaneiz [ i

a lannz o

v I ]

Area Status, Issues, Resource needs, Growth, Trends and Business Direction
k4

Monthly Labor ETC Meeting

|

Issue Resolution, Resource and Growth Planning, Program Direction

22



r

Being Proactive - Prediction & Modeling ™

m Examples:

o Executive Support Services (a part of Desktop Support) used
CMS Executive Staff increases and time/call to request an
Increase in funding/staff

o Service Desk uses hourly & day-of-week call logs plus call
times to drive staffing plans and work schedules

o Server replacement project

m Key inputs to true up process:
o Historical performance data (volume, trends, response times)
Staff productivity/unit cost rates
Data Center modeling; projected growth
Evaluation of resource requirements for new applications

Considerations of the evolution of hardware and software
products (301 improvements)

o Analysis of the interaction of all these drivers 03



True Up — Service Desk

o Call Statistics (Volume, Calls/FTE, Min/Call)

o Staffing (Actual Hours/FTEs, Overtime)

* Projected Needs (Application & Project Roadmaps)

* Financial Performance (Staff Costs, Contract $$, Profit Goals)

End User Experience
- ) 6 WeekPeriod: May 28, 2012 - July8, 2012 (G

EVayE-dire2 Blrcd-lorcil Blecil-loe 17 iamc i8-Jume 24 Wiems -yl Wiy l-llye
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sl OTC Cortmciue Avouge Por Weddy Call ol S 4720 (Sadre roemel 5 TomS 47 5 A " Wer ¥YHAD

&

&
4000
- |

<o o= oo 1362
of widy oy

33

*Thac st d day werkkwezo Suc iz e Pedoel Meidey
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“Built-1n” Measurement-1

Wlde Variety of meetings with key stakeholders:

Daily interaction to discuss ongoing requirements and activity, performance issues, status of
problems under resolution, upcoming requirements, and changing priorities.

Discuss daily schedules, priorities, or issues.

O Weekly interaction to discuss real or potential contract or business issues, status of
subcontracting goals, costs, and other relevant issues

O Weekly interactions to discuss ongoing program status, how well our team is meeting CITIC
requirements, and any other issues important to CMS

Business update, strategy, and problem resolution, as well as goals, technical issues, and resource
issues

Business update, strategy, and problem resolution, as well as budget and technical issues
Project update/strategy

Compare results of operations and over/under-run to plan, and plans to accommodate it.
Compare results of operations and over/under-run to plan, and plans to accommodate it.

Exchange information on resources, projecting resource shortages, line of business upcoming
activities.

Review details included in the PSPR, discuss plans and upcoming milestones and ensure that our
performance is consistent with CMS needs and expectations.

O Executive-level interaction to address program progress and to identify any areas in which our
team could better support CMS in meeting CITIC program objectives

OO0Oooao (m]

(m]
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“Built-1n” Measurement-2

Service Delivery and Management
Weekly Operations

FA Managers

Team Leads Conduct staff
o L R e — meetng to revew
Ssues, needsand
planning afforts
Raview Issues, Needs - J;'
Team Led Status,issues, PRPRTR FOF A
neadsand 8.-“2"‘-3 i
planning during Weekly maeting
Review SR, e o
Incident, 5L it '
£ Resources
oamis Resolution Review
Direction budgeviaber
¢ y reporis (f
k 8004808
Prioritize an
assignwork v
Msintsin
Functonsl Ares
# Work Products
Plan/Manags l
shartterm
FESOUrCE Ney Review Issues. Needs ~
sistus issues, Senior
needs and Mansgemant
¢ planning dunng Weekly Staff
weekly mgrs < Meeting
Maintainweon staff meeting Resources
PRHEL Resolution

Direction




Examples of Correction Actions

O Call for volunteers
O Temporary staff augmentation

O Cross-training and cross-functional
assignments

O True-ups

Help!
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Summary

O Consistent use of “objective
Information” with client has forged a

true partnership 4 u["
m client’s level of trust has dramatically . A
increased over life on contract 408

O In the beginning, SLAs were used for
reward and punishment...

= NOW SLAs are no longer tied to $$, yet still
reported to support proactive management
of the CMS IT infrastructure -
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Questions or Comments?




